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Abstract 
We introduce the generalized max-min (GMM) rate 

allocation policy, which is a direct generalization of the 
classical max-min policy with the support of both the 
minimum rate requirement and the peak rate constraint 
for each connection. A centralized algorithm is pre- 
sented to compute network-wide bandwidth allocation 
to achieve this policy. Furthermore, a simple distributed 
algorithm with the aim of achieving the GMM policy is 
developed in the context of the ATM Forum ABR traffic 
management framework. The effectiveness of this dis- 
tributed ABR algorithm is demonstrated by simulation 
results based on the benchmark network configurations 
suggested by the ATM Forum. 

1 Introduction 
The classical max-min policy has been widely used as 

an optimal rate allocation policy [Z] For example, the 
ATM Forum traffic management group has suggested the 
use of the max-min policy for available bit rate (ABR) 
service 11. There have been extensive prior efforts to 
design d istributed algorithms to achieve the max-min 
policy [3, 8, 91. 

The classical max-min policy does not support the 
minimum rate requirement and the peak rate constraint 
for each connection. To address this issue, an MCR- 
offsetted and an MCR-weighted version of max-min poli- 
cies were proposed in [6, 121. 

In this paper, we introduce the generalized max-min 
(GMM) policy, which makes a direct generalization of 
the classical max-min policy by using its key concept, i.e. 
mazimize the rate of the session with the minimum rate. 
Our policy supports both the minimum rate requirement 
and the peak rate constraint for each connection. We 
also present a centralized algorithm to achieve the GMM 
policy in any network topology with an arbitrary number 
of connections. 

Then we move on to the design of distributed proto- 
col to achieve the GMM policy for ATM ABR service. 
Our ABR algorithm is based on the Intellzgent Mark- 
zng technique by Siu and Tzeng [lo,  111, which achieves 
the classical max-min rates without minimum rate and 
peak rate support. We make a simple extension of this 
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technique to achieve the GMM policy. 
The remainder of this paper is organized as follows. 

In Section 2, we define the generalized max-min (GMM) 
policy. We also present a centralized algorithm to 
achieve the GMM policy. In Section 3, we develop a 
distributed algorithm to achieve the GMM policy in the 
context of the ATM Forum ABR traffic management 
framework. In Section 4, we present simulation results 
to show the effectiveness of our ABR algorithm on a 
few benchmark network configurations suggested by the 
ATM Forum. Section 5 concludes this paper. 

2 The Generalized Max-Min Policy 
In this section, we present the theory of the gener- 

alized max-min (GMM) rate allocation policy. In our 
model, a network N is characterized by a set of links 
L and sessions S.l Each session s E S traverses one 
or more links in C and is allocated a specific rate rs.  
The (aggregate) allocated rate Fe on link 1 E L of the 
network is 

s E S traversing link t 

Let Ce be the capacity (maximum allowable band- 
width) of link e. A link 1 is saturated or fully utilized if 
Fe = Ct. Let MCR, and PCR, be the minimum rate 
requirement and the peak rate constraint for each ses- 
sion s E S. For the sake of feasibility, we assume that 
the sum of all the sessions’ MCR requirements traversing 
any link does not exceed the link’s capacity, i.e. 

MCR, 5 ct for every e E L. 
all 8 E S traversing t 

This assumption is enforced by admission control at  call 
setup time to determine whether or not to accept a new 
connection. 

Definition 1 
feasible if the following two constraints are satisfied: 

A rate vector r = (. * .  , T , ,  

for all s E S; 
for all t? E L. 

.) is ABR- 

MCR, 5 T,  5 PCR, 
Fe 5 Ce 

Before we give a definition for the GMM policy, we 
give the following centralized algorithm for the GMM 
policy. 

~ ~~~~~~~ 

]From now on, we shall use the terms “session”, “virtual con- 
nection”, and “connection” interchangeably throughout the paper. 
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Algorithm 1 
GMM Policy 

A Centralized Algorithm for the 

s2 

1. 

2. 

3. 

4. 

5. 

0.10 I 0.25 I 0.25 

Start the rate of each session with its MCR. 

Sort all sessions in the order of increasing rate. 

Increase the rate of the session with the smallest 
rate among all sessions until one of the following 
events takes place: 

0 The rate of this session reaches the second 

b Some link saturates; 
0 The rate of this session reaches its PCR. 

If some link saturates or such session reaches its 
PCR in Step 3,  remove the sessions that either tra- 
verse this saturated link or reach their PCRs, re- 
spectively, as well as the network capacity associ- 
ated with such sessions from the network. 

If there is no session left, the algorithm terminates; 
otherwise, go back to  Step 3 for the remaining ses- 

smallest rate among all sessions; 

sions and rielwork capacity. 0 

We use the following simple example to illustrated 
how to use the above centralized algorithm to allocate 
network bandwidth for the GMM policy. 

Example 1 Peer-to-Peer Configuration 
In this network configuration (Fig. l),  the output port 

link of SW1 (Linkl2) is the only potential bottleneck 
link for all sessions. Assume that all links are of unit 
capacity. The MCR requirement and PCR constraint 
for each session are listed in Table 1. 

’‘4 s2 swl  1 Link12 1 sw2 bsl s2 

s3-l I I rs3 
Figure 1: The peer-to-peer network configuration. 

Session I MCR I PCH I GMM K. ate Allocation 
sl I 0.40 I 1.00 I 0.40 

The following stcps describe how to use the central- 
ized a1gorit)hm to allocate bandwidth for each session at 
each iteration, with a graphical display of the iterations 
in Fig. 2. 

0 Step 1: We start the rate allocation for each session 
with its MCR requirement (shown in the darkest 
shaded areas in Fig. 2). 

.................................................................... 

............................ 

sl  s2 s3 

Figure 2: Graphical display of rate allocation for each 
session at each iteration in the peer-to-peer example. 

Step 2: Since the rate of s3  (0.05) is the smallest 
among all sessions, we increase it until it reaches 
the second smallest rate, which is 0.1 (sa). 

Step 3: The rates of both s2 and s3 being 0.1, we 
increase them together until s2 reaches its PCR con- 
straint of 0.25. 

Step 4: Remove s2 (with a rate of 0.25) outj of future 
iterations and we now have the rates of 0.40 and 
0.25 for sl and s3, respectively, with a remaining 
capacity of 0.10 on Link 12. 

Step 5: Since s3 has a smaller rate (0.25) than .SI 
(0.4), we increase the rate of s3 to 0.35 and Link 12 
saturates. The final rate assignments are 0.40, 0.25, 
and 0.35 for sl, s2, and s3, respectively. 0 

Remark 1 As can be noted in the above example, 
the GMM policy favors sessions with lower MCR require- 
ments over those with higher MCRs in terms of sharing 
the remaining network capacity (link capacity minus sum 
of MCRs). This may appear to  be (and in some circum- 
stances is) “unfair” to  sessions with high MCR require- 
ments. We therefore advocate the use of the GMM policy 
only when network management policy is to  discourage 
MCR-greedy users while being fair to  users requesting 
the smallest MCR requirement for a given application. 
This situation may arise in networks where users are not 
explicitly charged for network resources used, e.g. most 
corporate enterprise networks. In such an environment, 
the GMM policy attempts to achieve equality in band- 
width sharing by first considering the session with the 
smallest M C: R. 0 

Formally, the generalized max-min policy is defined 
as following: 

Definition 2 A rate vector r is Generalized Max-Min 
(GMM) if it is ABR-feasible, and for every s E S and 
every ABR-feasible rate vector i in which is > r , ,  there 
exists some session t E S such that r ,  2 r t ,  and rt > F t .  
0 

We define a new notion of bottleneck link as follows. 
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Definition 3 Given an ABR-feasible rate vector r ,  a 
link 1 E C is a GMM-bottleneck link with respect to  r for 
a session s traversing t if Fe = Ce and r,  2 rt for every 

0 

It can be shown that the following theorem holds for 

session t traversing link t for which ri > MCRt. 

the GMM policy [5]. 

Theorem 1 An ABR-feasible rate vector r is GMM 
if and only if each session has either al GMM-bottleneck 
link with respect to r or a rate assignment equal to its 
PCR. 0 

In Example 1, Link 12 is a GMM-lbottleneck link for 
both sl and s3 (see Definition 3). On the other hand, 
sl and s3 have different rate allocations (0.4 for sl and 
0.35 for s3) .  Therefore, it is necessary to have a precise 
definition of GMM-bottleneck link rate here. 

event A} be the indicator function with the 

Definition 4 Given a GMM rate vector r ,  suppose 
that link 1 E C is a GMM-bottleneck link with respect 
to r and let re denote the GMM-bottleneck link rate at 
1. Then re satisfies 

= ce - 1; rf 
i E :Ye 

where 

0 Ut denotes the set of sessions that are GMM- 
bottlenecked at link 1; 
Ye denotes the set of sessions that are either GMM- 
bottlenecked elsewhere or have rate assignments 

0 

Remark 2 In the special case whlen MCRs = 0 for 
every s E S, the GMM-bottleneck link rate re in Defini- 
tion 4 becomes: 

re . = ~ 1 -  rf 

equal to their PCRs and rf < re for i E Ye. 

i€YP 
or 

where lUel denotes the number of sessions in Ut. This is 
exactly the expression for the max-mlin bottleneck link 

0 

With the above clarification, it is clear that the GMM- 
bottleneck link rate at Link 12 is 0.35 in Example 1. 

The centralized algorithm for the GMM policy re- 
quires global information and is therefore difficult to 
maintain in real world networks. To achieve the GMM 
policy in a distributed network environment, we need to 
design a distributed algorithm using only local informa- 
tion and achieving the GMM policy through distributed 
and asynchronous iterations. 

rate at  link ! [a] .  

3 An ABR Implementation for the  
GMM Policy 

Our distributed implementing the GMM policy used 
the flow control framework for the ATM ABR service 
[l]. A generic rate-based closed-loop congestion control 
mechanism for ABR service is shown in Fig. 3. Resource 
Management (RM) cells are inserted periodically among 
ATM data cells to convey network congestion and avail- 
able bandwidth information to  the source. RM cells con- 
tain important information such as the source's allowed 
cell rate (ACR (called the current cell rate (CCR) in the 
RM cell's field 1 , minimum cell rate (MCR) requirement, 
explicit rate (ER), congestion indication (CI) bit and no 
increase (NI) bit. 

Forward ATM Forward RM Cell 

I Data Cell I 

Backward RM Cell 

Figure 3: Rate-based closed-loop flow control for an 
ABR virtual connection. 

Our ABR switch algorithm for GMM policy is based 
on the Intelligent Marking technique, originally proposed 
in [9] and further refined in [lo,  111. The key idea of this 
technique is to employ several variables at  each output 
port of a switch to estimate the max-min bottleneck link 
rate. Using the ABR closed-loop feedback mechanism, 
the ER field of a returning RM cell is set to the mini- 
mum of all the estimated bottleneck link rates on all its 
traversing links, resulting in max-min rate allocation. 

Fig. 4 illustrates the switch behavior of the Intelli- 
gent Marking technique [lo,  111. Four variables MCCR 
(Mean Current Cell Rate), UCR (Upper Cell Rate), 
EBR (Estimated Bottleneck Rate) and LOAD are de- 
fined for the following purpose: 

MCCR Contains an estimated average cell rate of all 

UCR Contains an estimated upper limit of the cell rates 

EBR Contains an estimated bottleneck link rate; 

LOAD Corresponds to the aggregated cell rate enter- 
ing the queue normalized with respect to the link 
capacity and is measured over a period of time. 

VCs traversing this link; 

of VCs traversing this link; 

Furthermore, two parameters TLR and a are defined 
at each link, where the value of TLR is the target load 
ratio. and 0 < CY < 1. 

Algorithm 2 Intelligent Marking 

Upon the receipt of RM(CCR, ER) from the source of 
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UCR=UCR+a(CCR-UCR) 

Figure 4: Switch behavior of Intelligent Marking proto- 
col. 

a VC: 
if (CCR > MCCR), then 

UCR := UCR + ct (CCR-UCR); 
MCCR := MCCR + ct (CCR-MCCR); 
Forward RM(CCR, ER) to its destination; 

Upon the receipt of RM(CCR, ER) from the destination 
of a VC: 

EBR := UCR * TLR / LOAD; 
if (QS > QT),  then 

EBR := (QT / QS) * EBR;2 
if (ER > EBR), then 

ER := EBR; 
Forward RM(CCR, ER) to its source; 

else 
Forward RM(CCR, ER) to its source. 0 

The Intelligent Marking technique (Algorithm 2) is a 
heuristic algorithm. We can only give an intuitive ex- 
planation on how it works. The RM cells from all VCs 
participate in the exponential averaging of MCCR with 
MCCR := MCCR + a(CCR - MCCR) while only some 
VCs with CCR greater than MCCR (potentially VCs 
bottlenecked at  this link) participate in UCR averaging. 
EBR is used to estimate max-min bottleneck link rate 
and is based on UCR and LOAD variables. Since 1) 
there can be only one max-min bottleneck rate at a link 
and it is greater than or equal to any of the VC’s rate 
traversing this link; and 2) the returning RM cell’s ER 
field is set to the minimumof all the bottleneck link rates 
along its path, the final rate allocation through Intelli- 
gent Marking achieves the max-min rate for each VC. 

The most attractive feature of the Intelligent Mark- 
ing technique is its low implementation cost. It does not 
require each link of a switch to keep track of each travers- 
ing VC’s state information (so called per-VC accounting) 
and has O( 1) storage requirements and computational 
complexity. 

So far we have given a detailed description of the Intel- 
ligent Marking technique, which was designed to achieve 
the classical max-min policy. We will now extend the 
Intelligent Marking technique for the GMM policy. 

Comparing the definitions for the max-min policy [2] 
and GMM policy (Definition a ) ,  we observe that they 

2This step is a finer adjustment of the EBR calculation using 
buffer occupancy information and is not shown in Fig. 4 due to 
space limitation. QS is the Queue Size of the output link and QT 
is a predefined Queue Threshold. 

are almost identical except the additional requirement 
in the GMM policy that a rate vector must be ABR 
feasible (see Definition 1). This motivates us to take 
the following steps to design an ABR algorithm for the 
GMM policy based on the Intelligent Marking technique. 

1. Continue to  use Intelligent Marking (Algorithm 2) 
as the switch a1 orithm for GMM policy. This 

feasibility (Fe 5 Ce for all 1 E C) due to the self- 
stabilizing nature of the Intelligent Marking tech- 
nique, i.e. queue size is always kept finite. 

will also satisfy t !l e second requirement for ABR- 

2. Let each ABR source enforce the first requirement 
of ABR-feasibility, i.e. MCR, 5 T,  5 PCR, for all 
6 E s. 

The following algorithm specifies the source behavior 
of our ABR algorithm which conforms to  the framework 
of source behavior in (11. 

Algorithm 3 Source Behavior 

The source starts to  transmit at ACR := ICR, which 
is greater than or equal to  its MCR; 

For every NTm transmitted ATM data cells, the source 
sends a forward RM(CCR, MCR, ER) cell with 

CCR := ACR; 
MCR := MCR; 
ER := PCR; 

Upon the receipt a backward RM(CCR, MCR, ER) 
from the destination, the ACR at source is adjusted to: 

ACR := max{min{(ACR+ AIR), ER}, MCR}. 0 

The destination end system simply returns every RM 
cell back towards the source upon receiving it. 

4 Simulation Results 
In this section, we implement our ABR switch algo- 

rithm on our network simulator [4] and perform simu- 
lations to  demonstrate its effectiveness in achieving the 
GMM policy. 

The ATM switches in all the simulations are assumed 
to  have output buffers with a speedup equal to  the num- 
ber of their ports. The buffer of each output port of a 
switch employs the simple FIFO queuing discipline and 
is shared by all VCs going through that port. At each 
output port of an ATM switch, we implement our ABR 
algorithm for the GMM policy. 

The network configurations that we use are the peer- 
to-peer (Fig. 1) and the parking-Zd (Fig. 5) network con- 
figurations. 

Table 2 lists the parameters used in our simulation. 
The distance from source/destination to the switch is 
100 m and the link distance between ATM switches is 
10 km (corresponds to a LAN). 

The Peer-to-Peer Network Configuration 
In this network configuration (Fig. l),  the output 

port link of SW1 (Link 12) is the only potential GMM- 
bottleneck link for all VC sessions. 
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I Meashement 
Uueue ‘lhreshold 

s2 
s3 
s4 

1 f& ER Adjustment I 50 cells 
OutDut Muiter Size I 2000 cells 

0.05 0 
0.10 0.50 
0.40 0.50 

.15 

Table 2: Simulation param.eters. 

Fig. 6 shows the ACR at source fcir sessions sl ,  s2, 
and s3, respectively with the MCR/PCR requirements 
for each session listed in Table 1. The cell rates shown 
in the plot are normalized with respect to the link ca- 
pacity (150 Mbps) for easy comparison with those values 
obtained with our centralized algorithm under unit link 
capacity (Table 1). After the initial transient period, 
we see that the cell rate of each VC rnatches the rates 
listed in Table 1. To study the network utilization of 
our ABR algorithm, we also show the inter-switch link 
utilization (Link 12) and the queue size of the congested 
switch (SW1) in Fig. 7. We find that the link is 100% 
utilized with reasonably small buffer requirements. 

The Parking-Lot Network Configuration 
The parking-lot configuration that we use is shown 

in Fig. 5 where sessions sl and s2 start from the first 
switch and go to  the last switch [7]. S’essions s3 and s4 
start from SW2 and SW3, respectively, and terminate 
at the last switch. Here, Link 34 is the only potential 
GMM-bottleneck link. 

Figure 5: The parking lot network configuration. 

Session I MCR I PCR I GMM R 
sl I 0.05 I 0.50 I 

Table 3: MCR requirement, PCR constraint, and GMM 
rate allocation of each session for the parking-lot network 
configuration. 

Table 3 lists the MCR and PCR coinstraints for each 
session and the rate assignment for each session under 
the centralized GMM rate allocation algorithm. 

Fig. 8 shows the normalized cell rates of each VC ses- 
sion under our distributed ABR algorithm. We see that 
they match fairly well with the rates listed in Table 3 
after the initial transient period. Fig. 9 shows the link 
utilization and buffer occupancy of the congested link 

(Link 34 . Again, the GMM-bottleneck link is 100% uti- 
lized wit h small buffer requirements. 

In summary, based on the simulation results in this 
section, we have demonstrated that our distributed ABR 
algorithm achieves the GMM policy in a LAN environ- 
ment. 

5 Concluding Remarks 
The main contributions of this work are the general- 

ization of the theory of the max-min policy to include 
the minimum rate and peak rate constraints for each 
connection, and the development of a simple distributed 
algorithm consistent with the ATM Forum ABR traf- 
fic management framework to achieve the generalized 
max-min policy. Simulation results based on benchmark 
network configurations used by the ATM Forum demon- 
strated the effectiveness of our ABR algorithm in a LAN 
environment. 

In a wide are network (WAN), the effectiveness of our 
heuristic ABR algorithm depends on careful system pa- 
rameter tuning to minimize oscillations. Here, a more 
so histicated ABR algorithm using per-VC accounting 
[5fmay be necessary. But in a LAN environment, where 
implementation cost may well be the deciding factor in 
choosing an ABR algorithm, our simple algorithm of- 
fers satisfactory performance with minimal implementa- 
tion cost (0( l)  storage requirements and computational 
complexity). 
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Figure 6: The cell rates of all connections in the peer- 
to-peer network configuration 
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Figure 9: The link utilization and queue size of the con- 
gested switch for the parking-lot network configuration. 

Figure 7: The link utilization and queue size of the con- 
gested switch in the peer-to-peer network configuration. 
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